HTTP Requests

Average Resposne Time

=000EdI=XeEptions User Activity Metrics (Will

Translate to User Satisfacton -
Apdex Score)

Application Availability

User Activity Metrics

Thrown Exceptions

Error Rates

HTTP Error Percent

Request Rate

Task Success Rate

Time-on-Task

User Error Rate

Usability Metrics Usability Metrics

Task Level Satisfaction

Test Level Satisfaction

Apdex and User Satisfaction

Score
Requests Per Second Throughput
percentage of responses that
are 2xx since last measurement Success
percentage of responses that Web Server Metrics
are 5xx since last measurement Error
90th percentile response time in
seconds Performance
ueries per second Throughput = L :
f P L Application Work Metrics =
percentage of queries
successfully executed since last
measurement Success =
percentage of queries yielding
exceptions since last Data Store Metrics
measurement
percentage of queries returning Error =
stale data since last
measurement
90th percentile query time in
seconds Performance =
Host Count

Live Threads
Uptime
Host Metrics
Heap Usage
Traffic Application =
Resource Usage (Same as Host Based Under Infrastructure)
APl Request Rate
API Error Rate Business AP| Metrics
APl Latency

Percentage of CPU utilization

Percentage of memory in use CI1/CD Pipeline Metrics =
Load average
Availability
Health
Utilization
Service Failures and Restarts

Performance Metrics
Error and Success Rate

Request Rate Application Resource Metrics =
Saturation
Latency
Throughput
Average Response Time =
Queue Time
Peak Response Time

Performance Metrics (Most
Importnat Ones)

95th Perecentile Response Time
Apdex =

Errors

Memory

Data In Data Out

Total Application Requests

Request Duration for Each

Microservice
Container Metrics

Microservice Instances Count

Container Liveness and
Readiness

Availability =

Utilization =
Original Golden Signals
Error Rate

Saturation = Golden Signals

Health =

Request Rate = Additional Golden Signals

Latency =

Metric Criteria Metric Metric Subtype Metric Type Resource Subtype Resource Type =

Data

User

Application =

Meta Metrics

Metrics Taxonomy

Infrastructure

VERTICAL
RELEVANCE

EKS
Route53
Lambda
Managed Service
DynamoDB
EC2
S3
% of total memory capacity in
Utilization use
Errors N/A (not usually observable)
Memory Memory Metrics Memory Metrics
Saturation swap usage
E Availability N/A
Utilization
Errors
Disk Space Disk Space Metrics Disk Space Metrics
Saturation
F Availability
Utilization
Errors
CPU CPU Metrics CPU Metrics
Saturation
E Availability
Utilization
Errors
Process Metrics Process Metrics Saturation
Availability
Health
Host =
Processes Request Rate
Host Count
Live Threads
Heap Usage
Platform Metrics Platform Metircs
Throughput
Performance Metrics
Sucess Metrics
Latency
Utilization % time that device was busy
Errors # device errors
Disk 10 Disk 10O Metrics Disk 10 Metrics
Saturation wait queue length
E Availability % time writable
average % time each request-
Utilization servicing thread was busy
# internal errors such as caught
Errors exceptions
Microservice Microservice Metrics Microservice Metrics :
Saturation # enqueued requests
Availability % time service is reachable
Health
Service Status/Availability
Run Rate and Operational Costs
External Dependency External Dependency Metrics = External Dependency Metrics
Resource Exhaustation
Y Success and Error Rates
Average % time each
Utilization connection was busy
# internal errors, e.g. replication
Database Database Metrics Database Metrics Errors HLREE,
Saturation # enqueued queries
Avalilability % time database is reachable
Connect Time
DNS Lookup time
Redirect Time
Full Page Object Time
Resoinse Time Metrics Time to first byte
Content Time
Full Page Repsone Time
Page speed and load time
Performance Metrics Latency
Garbage Collection
Request Rate
Error Rates =
Performancde Metrics
L L Uptime
Distributed Application
Number of Instances
Resource Utilization
Traffic =
Saturation =
Infrastructure Distributed Application Metrics Distributed Application Metrics User satisfaction and Apdex

Network and Connectivity =
Network and Connectivity = Metrics

FP/ FCP

Hardware utilization

Connectivity

Error Rates and Packet Loss

Network and Connectivity
Metrics Latency

Container Network Metrics

Bandwidth Utilization

Packet Loss

Connectivity

Error Rates and Packet Loss

Latency

Container Container Metrics /| _—

Bandwidth Utilization

Packet Loss

Host CPU

Host Memory
Container Host Metrics Host Disk Space

Total Number of Running
Containers

Container CPU — Throttled CPU
Time

Container Memory — Fail
Counters

Container Resource Metrics

Server Pool Server Pool Metrics =

Container Memory Usage

Container Swap

Container Disk I/0

Pooled Resource Usage

Server Pool Metrics / Scaling Adjustment Indicators

\ Degraded Instances




